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ABSTRACT 

Road sign plays an important role in highway system management by providing drivers and road users 

guidance, warning and other driving related information. Proper sign maintenance and inventory is 

therefore necessary. Sign inventory system is an essential tool for infrastructure management and 

maintenance. Currently, sign inventory is mostly conducted by human observation of the digital images of 

roadway scenes. Automated system would substantially improve the processing speed and accuracy of two 

key processing tasks, sign detection and sign classification, since the human observation of the large 

amount of images is tedious, error-prone and time-consuming. The research in this final report emphasizes 

on the study of the classification. Classification is to categorize signs into proper classes, which is 

important and also more difficult for automation in the automated sign inventory system. The most 

frequently used technique in previous research for classification is neural network. However, neural 

network has the local minimum problem. In addition, neural network lacks explainable inner theoretical 

rule which brings difficulty to fine tune the performance of the model. This research presents a method for 

sign classification which combines feature extraction, Support Vector Machine (SVM), and multi-class 

classification. SVM is a statistical learning method based on Vapnik-Chervonenkis (VC) dimension and 

structural minimum principle. It is supposed to overcome the aforementioned two drawbacks of neural 

network method. The feature extraction is accomplished by Principal Component Analysis (PCA) which 

reduces the dimension of the image as well as keeping the most important features. Preliminary 

experimental result presented in the report demonstrates that the SVM method has potential to solve the 

road sign classification problem.  
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INTRODUCTION 

Road sign is the most important traffic control device. It notifies road users of regulations and provides 

warning and guidance to them. It helps maintain a safe, uniform and efficient operation of all elements of 

the traffic stream. Proper maintenance and management of the roadway system partly depends on a well 

maintained road sign inventory database. At this time, manual processing is the most straightforward and 

common means to collect road signs into a database for asset management purposes. This process is 

tedious, slow and prone to errors. 

Automated road sign recognition through digital imaging and digital image processing will tremendously 

improve processing speed and accuracy for sign inventory, and decrease the reliance on the manual effort. 

Digital images captured from one or multiple cameras mounted on top of or inside the roadway survey 

vehicle have been widely used in the roadway dataset collection. It is commonly referred as the ROW 

imaging system. The acquired images can be processed with automated techniques for road sign 

recognition. Road sign recognition belongs to the domain of computer vision. However, the field of 

automated recognition of road signs is quite recent (2). Various computer vision methods were applied for 

the detection of objects in outdoor scenes. Since then, many research groups and companies conducted 

various research projects in the field. Different techniques have been used, and substantial improvements 

have been achieved during the last two decades. Automated recognition of road sign includes two primary 

phases: Detection and Classification.  

Automated detection of the presence of road signs is a relatively mature technique. Most basic detection 

techniques are segmentation methods based on color and shape properties. Color segmentation methods 

used include RGB (3), HSI (4, 5), HSV (6), L*a*b (7), and LUV (8) based color space thresholding etc. 

Techniques with CIECAM97 (9) were also used. Some researchers developed databases of color pixels (10, 

11), and hieratical region growing techniques (12). More advanced technique such as fuzzy set (13) or 

neural network (14) were also found. Shape criterion were then applied consequently, or even 

simultaneously applied with color criterion.   

Only incremental improvements were made in automated sign classification. Sign inventory system 

normally contains hundreds of different signs. Classification is therefore important since when the presence 
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of a sign is detected, it need to be recognized for content. Neural network and template matching are two 

major methodologies to classify a sign into its correct class. As a matter of fact, neural network based 

techniques serve as the majority of the solutions to classification of the sign. Neural network used in Road 

sign classification include back progagation (15), ART2 (16), Hopfeild (17), and cellular neural networks 

(18), etc.  

The disadvantages of using neural network in road sign recognition are: 1) there is substantial training 

overhead, and the multi-layer neural networks can not be adapted for on-line application due to their 

architecture. The target application in road sign inventory system requires real-time processing. 2) Since 

the architecture is fixed, there is no provision for an increase in the number of classes without a severe 

redesign penalty, and neural network based techniques cannot recognize new patterns without retraining the 

entire network. 3) The inner rule is not explainable and it is not easy to fine tune the performance of the 

system.  

Support Vector Machine (SVM) was introduced by Vapnik (19). This method did not receive wide 

recognition until the recent rapid development of the Statistical Learning Theory and Bayesian arguments. 

Similar to neural network, SVM includes training and testing. The training task is actually an optimization 

of a convex cost function. There are no false local minima to complicate the learning process which is one 

of its advantages over neural network.  Another advantage is that this methodology constructs a model 

which has an explicit dependence on the most informative patterns in the data (the support vector) instead 

of the vagueness inside of the neural network black box. This property makes the SVM to have a 

straightforward interpretation. It has recently been successfully applied to a number of applications ranging 

from particle identification, face identification, and text categorization, to engine knock detection, 

bioinformatics and database marketing (1). 

METHODOLOGIES 

The methodology proposed in this research is as follows: first, a standard road sign image library is 

developed by collecting the road sign images in the field. The images were captured under variant lighting 

conditions. These images are used for training and testing purposes during the modeling of the SVM. Only 

a portion of the images in the library were used for training and others for testing. The images were 
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converted into HSV color space first. The images are preprocessed and regions of interest were found by 

shape and color criteria. To deduct the redundant information in the images, first the images went through a 

HSV quantization process. Then Principal Components Analysis (PCA) algorithm is applied to extract the 

features of the regions of interest. These PCA features are input into the SVM model to do the 

classification. Once the SVM model is set up, proper class is assigned to each testing image.  Figure 1 

illustrates the classification process.  

 

Figure 1. Framework of the SVM based Imaging System 
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Image Library for Standard Road Sign 

The library for standard road signs includes more than 100 types of road signs captured from July 2005 to 

June 2006 by the researchers at the University of Arkansas. Each road sign has 10 images retrieved under 

different surroundings. Figure 2 shows 10 images for the Center Lane sign at different locations captured in 

10 different conditions.    

 

 

Figure 2. The sample images in the standard road sign library 

Pre-Processing  

In Road Sign Recognition System, it is necessary to implement preparing process in order to achieve higher 

accuracy. Captured images are stored in RGB and need to be converted into HSV (Hue, Saturation, and 

Value). HSV model is based on human perception, which divides a color space in terms of three constituent 

components. Hue, the color type, ranges from 0–360 in most applications. Each value corresponds to one 

color. Examples: 0 is red, 45 is a shade of orange and 55 is a shade of yellow. Saturation, the intensity of 

the color, ranges from 0 to 100%. 0% means no color, 100% means intense color. Value, the brightness of 

the color, ranges from 0 to 100. 0 is always black. Depending on the saturation, 100 may be white or a 

more or less saturated color.  

Region of interest would be extracted from the whole image based on color and shape criteria. Color 

criteria are defined based on experiment (20). Shape criteria are defined by the geometrical properties of 

different shapes. There are four shape types (Octagon, rectangle, triangle, circle and diamond) and five 
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color types (red, blue, brown, green and black and white) considered in this model. Figure 3 shows that a 

region of interest is extracted after the use of preparing filter. 

   

a) Original Image b) After Color Filter c) Region of Interest 

Figure 3. The Detection of Region of Interest 

Quantization of HSV 

When region of interest has dramatically narrowed down the study area in the original image, this part of 

data still has a lot of redundant information which can slow the analysis. In order to make calculation more 

computing efficient, HSV quantization filter is applied to various intervals. Hue value is cataloged into 16 

levels, saturation value into 4 levels and value into 4 levels.   
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Then an integration matrix will be retrieved based on three components.  

vsQQQhL svs ++= **  ........................................................................... (4) 

Where  sQ  、 vQ  are weights for  s  and v components.  

Let sQ   = 4 , vQ  = 4 ,equation (4) becomes 

vshL ++= 416  ............................................................................................ (5) 

Equation (5) shows that after applying the quantization filter, the influence from saturation (s) and 

brightness (v) components will be decreased. Thus the image with various colors would be detected 

robustly. This process also decreases the dimensionality of the data. 

PCA algorithm 

PCA, first presented by H. Hotelling (21), is an orthogonal linear transformation that converts the data to a 

new coordinate system, by which the greatest variance by any projection of the data comes to lie on the 
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first coordinate (called the first principal component), the second greatest variance on the second 

coordinate, and so on.  

PCA can be used for dimensionality reduction in an image data set, represented in a pixel matrix form, by 

retaining those characteristics of the data set that contribute most to its variance. This property makes it a 

good tool to extract the features of the road sign images. PCA involves the computation of the eigenvalue 

decomposition or singular value decomposition of a data set, usually after mean centering the data for each 

attribute. Then the PCA features, obtained as the first several principal components, can be used in image 

interpretation and classification. These features later can be input into the SVM model to conduct the road 

sign classification.  

For a road sign with hw×  candidate region image, first it is converted into a hwM ×=  vector, M is the 

dimension of the vector. Let N be the sample number in the training data, then the distribution matrix  

TN

i
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Where µis the average image vector in the training data set. ∑
=

=
N

i
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N 1

1µ . 

Let [ ]µµµ −−−= NXXXX ,...,, 21
, ....................................................... (7)  

then T
t XXS = . Since tS is a symmetrical matrix, it can be written as T

t WWS Λ= . If a linear 

transform is applied to X as XWY T= , then the covariance matrix of Y becomes 

 ∑ Λ=== WXXWYY T
TT

Y  .................................................................... (8)  

The redundant data in the matrix is removed and only the diagonal data is left. By normalizing each column 

in the W and it becomes ],...,,[ 21 NWWW which can form a sub space, the projection of road sign vector 

iP to this sub space: i
T PWQ = , therefore:  
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If only the first K projections are used, the error of the reconstruction of the image is ∑
+=

=
N

Ki
ie

1
λ , where 

iλ is the characteristic value of the matrix tS . Therefore, if the characteristic values are sorted in a 

descending order, the first K characteristic vectors can be used to construct a space and the projection of the 

road sign candidate image in this space will keep the most important feature of the image. In this manner, 

dimension of the data is deducted from M to K while still maintaining the most important features of the 

road sign image. These characteristic vectors are later input into the SVM model to conduct the 

classification. 

SVM classification 

The basic concept of SVM is to transform the input vectors to a higher dimensional space Z by a 

nonlinear transform, and then an optical hyperplane which separates the data can be found. This 

hyperplane should have the best generalization capability. As shown in Figure 4, the black dots and 

the white dots are the training dataset which belong to two classes. The Plane H series are the 

hyperplanes to separate the two classes. The optical plane H is found by maximizing the margin 

value ||||/2 w . Hyperplanes 1H   and 2H are the planes on the border of each class and also parallel 

to the optical hyperplane H. The data located on 1H and 2H are called support vectors. 

                                                  

Figure 4 The SVM binary classification 
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For training data set { }1,1),,(),...,,( 11 −∈ill yyxyx , to find the optical hyperplane H, a nonlinear 

transform, )(xZ Φ= , is applied to x, to make x become linearly dividable. A weight wand offset 

bsatisfying the following criteria will be found: 
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i.e. 

libzwy i
T

i ,...,2,1,1)( =≥+  ............................................................... (11) 

Assume that the equation of the optical hyperplane H (Fig.4) is 000 =+ bzw T , then the distance of 

the data point in any of the two classes to the hyperplane is: 

||||
max

||||
min),(

1|1| w
wz

w
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T

yx

T

yx −==
−=ρ  .............................................................. (12) 

A 0w is to be found to maximize  

00000 /2||||/2),( wwwbw T==ρ  .......................................................... (13) 

Then the search of the optimal plane H turns to a problem of a second order planning problem. 

)(
2
1)(min

,
www T

bw
=Φ  ................................................................................. (14) 

Subject to libzwy i
T

i ,...,2,1,1)( =≥+  ................................................ (15) 

If the sample data is not linearly dividable, find the minimum value of  

∑
=

+=Φ
l

i
i

T Cwww
12

1)( ξ  .......................................................................... (16) 

Whereas ξcan be understood as the error of the classification and C is the penalty parameter for this 

term. By using Lagrange method, the decision function of 
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From the functional theory, a non-negative symmetrical function ),( vuK uniquely define a Hilbert 

space H, K is the rebuild kernel in the space H: 

∑=
i

ii vuvuK )()(),( ϕαϕ  ......................................................................... (19) 

This stands for an internal product of a characteristic space: 

),()()( xxKxxzz i
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i =ΦΦ=  ................................................................. (20) 

Then the decision function can be written as: 

]),(sgn[
1
∑
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iii bxxKyf λ  ................................................................... (21) 

The development of a SVM road sign classification model depends on the selection of kernel function 

K. There are several kernels that can be used in Support Vector Machines models. These include linear, 

polynomial, radial basis function (RBF) and sigmoid function:  
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The RBF is by far the most popular choice of kernel types used in Support Vector Machines. This is mainly 

because of their localized and finite responses across the entire range of the real x-axis.  
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Improper kernel function might generate poor performance. Currently there is no effective “learning” 

method to choose a proper kernel function for a specific problem. The selection is decided by the 

experiment result at this time. In our proposed system, two kernel functions are tested:  Radial Basis 

Function-RBF and Polynomial Function. 

p
poly xxxxK )1*(),( 2121 +=  ...................................................................... (23) 

)||||exp(),( 2
2121 xxpxxK RBF −−=  ..................................................... (24) 

Due to its better performance, RBF was chosen as the kernel function in the model.  

Multi-class SVM classification algorithm 

SVM is designed to solve a binary classification problem. For a road sign inventory problem, which is a 

multiple classification problem, classification is accomplished through combinations of binary 

classification problems. There are two ways to do that: one vs. one or one vs. the other. The first one means 

class one to other k-1 class. By this means k(k-1) hyperplanes can be obtained. The second one means that 

the thn classifier is obtained by solving the thn sample and the remaining k-1 samples. By this method, k 

hyperplanes can be obtained. The latter method was adopted in the proposed system. Let the thk  algorithm 

called aK , for an m-sample problem, a binary SVM classifier )(xuk  can be found to separate aK  and 

other algorithm. Then a multi-class classifier L(x) is obtained. For an arbitrary input x: 

)}({maxarg)( xuxL ll
=  .............................................................................. (25) 

Whereas: ∑
=

−=
kl

j
lljljljl bxxKayxu

1
, )()(  .................................................... (26) 

The shortcoming of this algorithm is that some testing data might be assigned to several different classes at 

the same time. To solve this problem, the system provides top 5 candidate results for each testing sample. 

For training and testing, 10 feature parameters were obtained using PCA feature extraction. In the training 

process, the feature vectors for different road sign types were labeled accordingly, such as 0, 1, 2, L etc. 

Same road sign has the same labels. K different hyperplanes will be obtained for a k-class road sign feature 



 14 

vectors after SVM training. This is accomplished by using binary SVM to obtain the classifying function 

)(xu j  and separating the thj  road sign feature vectors from other road sign types. 

During testing, sample z is assigned to its class, the value of )(xul in equation (26) need to be calculated, 

whereas l is from 1 to k. After the labeling 0l for  L(x) is obtained, the nearest five or more values to 0l  are 

selected from{ )(xul } as the road sign candidates. 

EXPERIMENT RESULT 

To test the performance of the color feature extraction using PCA, the road sign images in the standard sign 

library are tested. The color features of the images are extracted using PCA and input to SVM as the input 

vector. The images are trained with a one vs. the other method. For each road sign type, average 20 images 

are used for training to testing. LIBSVM was employed for classifying training. LIBSVM is integrated 

software for support vector classification developed by Chih-Chung Chang and Chih-Jen Lin (22). The 

following procedure is adopted to obtain the best performance in the experiment: 

1) Transform the feature vectors obtained from PCA algorithm to the format of SVM software 

2) Scale each attribute of the data to the range [-1,1]. This is to avoid attributes in greater numeric 

ranges dominate those in smaller numeric ranges which might bring overflow during the 

calculation 

3) Select the RBF kernel 
2||||),( yxeyxK −−= γ due to its good performance 

4) Use cross-validation to find the best parameter C and γ whereas C is the penalty parameter for 

classification error term in equation (16) and γ is a kernel parameter 

5) Use the best parameter C and γ to train the whole training set 

6) Testing 

The table listed below shows the experiment results based on 20 images for road sign classification, each 

road sign type using 12 images for training and 8 images for testing. 
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Table 1, Performing Results 

Table 
No. 

Classification Number 
of 
Types 

Label Accuracy 
(%) 

Testing 
times 

1 Stop Sign 1 “Stop” 98.75 32 
2 Yeild Sign 1 “Yield” 95.4 17 
3 Do Not Enter Sign 1 “Do Not Enter” 90.8 9 

4 Speed Limit 
(10,15,20,25,30,35,40, 
45,50,55,60,65,70,75,80) 

15 eg. “Speed 25” 99.1 56 

5 Turn Prohibition  
(No Left turn, No Right Turn, 
No U Turn) 

3 eg. “No Left Turn” 95.8 13 

6 Rectangle (SpeedLimit, Left 
Turn Arrow, Right Turn 
Arrow, Straight Arrow, Up 
Arrow, Down Arrow) 

6 eg. “Left Turn 
Arrow” 

91.34 49 

7 Direction Sign 
(North, Left, South,West, 
JCT, TO, End) 

7 eg.“North” 93.9 45 

8 Center Lane Sign 1 “Center Lane” 99.2 24 

9 General Guide Sign 
(Left, Right, Up, Down, 
Straight) 

5 eg.”Left” 92.6 31 

10 Exit Sign 1 “Exit” 95.1 32 
11 No Parking Sign 3 “No Parking” 92.7 27 
12 Pedestrian Sign 3 “Pedestrian signs” 96.2 41 

The experiments conducted for this research demonstrate that the algorithm based on PCA and SVM 

performed very well.  The next task will focus on improving its accuracy through integrating color and 

texture features being filled into the SVM.  

CONCLUSION 

A classification methodology based on PCA and SVM for automated sign inventory is proposed in the 

research. The inputs to the SVM are the feature vectors obtained after a HSV quantization and PCA feature 

extraction applied in the ROI (Region of Interest) detected in the raw road sign images. Both techniques 

decrease the redundant information in the road sign images and thus improve the efficiency of the system. 

SVM model is then trained and tested with these feature vectors. Our preliminary data shows that based on 
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the methodology of SVM integrated with PCA algorithm, the road sign features could be effectively 

extracted and the road sign types can be classified with promising accuracy.  Further work will consider 

other feature extraction techniques combined with SVM model.    
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